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Abstract

Many real-world networks are described by both connectivity information and
features for every node. To better model and understand these networks, we
present structure preserving metric learning (SPML), an algorithm for learning
a Mahalanobis distance metric from a network such that the learned distances are
tied to the inherent connectivity structure of the network. Like the graph embed-
ding algorithm structure preserving embedding, SPML learns a metric which is
structure preserving, meaning a connectivity algorithm such as k-nearest neigh-
bors will yield the correct connectivity when applied using the distances from
the learned metric. We show a variety of synthetic and real-world experiments
where SPML predicts link patterns from node features more accurately than stan-
dard techniques. We further demonstrate a method for optimizing SPML based
on stochastic gradient descent which removes the running-time dependency on
the size of the network and allows the method to easily scale to networks of thou-
sands of nodes and millions of edges.

1 Introduction

The proliferation of social networks on the web has spurred many significant advances in modeling
networks [1, 2, 4, 12, 13, 15, 16, 26]. However, while many efforts have been focused on modeling
networks as weighted or unweighted graphs [17], or constructing features from links to describe
the nodes in a network [14, 25], few techniques have focused on real-world network data which
consists of both node features in addition to connectivity information. Many social networks are
of this form; on services such as Facebook, Twitter, or LinkedIn, there are profiles which describe
each person, as well as the connections they make. The relationship between a node’s features and
connections is often not explicit. For example, people “friend” each other on Facebook for a variety
of reasons: perhaps they share similar parts of their profile such as their school or major, or perhaps
they have completely different profiles. We want to learn the relationship between profiles and links
from massive social networks such that we can better predict who is likely to connect. To model
this relationship, one could simply model each link independently, where one simply learns what
characteristics of two profiles imply a possible link. However, this approach completely ignores the
structural characteristics of the links in the network. We posit that modeling independent links is
insufficient, and in order to better model these networks one must account for the inherent topology
of the network as well as the interactions between the features of nodes. We thus propose structure
preserving metric learning (SPML), a method for learning a distance metric between nodes that
preserves the structural network behavior seen in data.

1.1 Background

Metric learning algorithms have been successfully applied to many supervised learning tasks such
as classification [3, 23, 24]. These methods first build a k-nearest neighbors (kNN) graph from
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training data with a fixed k, and then learn a Mahalanobis distance metric which tries to keep con-
nected points with similar labels close while pushing away class impostors, pairs of points which
are connected but of different classes. Fundamentally, these supervised methods aim to learn a dis-
tance metric such that applying a connectivity algorithm (for instance, k-nearest neighbors) under
the metric will produce a graph where no point is connected to others with different class labels. In
practice, these constraints are enforced with slack. Once the metric is learned, the class label for an
unseen datapoint can be predicted by the majority vote of nearby points under the learned metric.

Unfortunately, these metric learning algorithms are not easily applied when we are given a network
as input instead of class labels for each point. Under this new regime, we want to learn a metric such
that points connected in the network are close and points which are unconnected are more distant.
Intuitively, certain features or groups of features should influence how nodes connect, and thus it
should be possible to learn a mapping from features to connectivity such that the mapping respects
the underlying topological structure of the network. Like previous metric learning methods, SPML
learns a metric which reconciles the input features with some auxiliary information such as class
labels. In this case, instead of pushing away class impostors, SPML pushes away graph impostors,
points which are close in terms of distance but which should remain unconnected in order to preserve
the topology of the network. Thus SPML learns a metric where the learned distances are inherently
tied to the original input connectivity.

Preserving graph topology is possible by enforcing simple linear constraints on distances between
nodes [21]. By adapting the constraints from the graph embedding technique structure preserving
embedding, we formulate simple linear structure preserving constraints for metric learning that en-
force that neighbors of each node are closer than all others. Furthermore, we adapt these constraints
for an online setting similar to PEGASOS [20] and OASIS [3], such that we can apply SPML to
large networks by optimizing with stochastic gradient descent (SGD).

2 Structure preserving metric learning

Given as input an adjacency matrix A € B"*", and node features X € R, structure pre-
serving metric learning (SPML) learns a Mahalanobis distance metric parameterized by a positive
semidefinite (PSD) matrix M € R%*?  where M > 0. The distance between two points under the
metric is defined as D (x;,%X;) = (x; —x;) T M(x; —x;). When the metric is the identity Ml = I,
D (xi,x;) represents the squared Euclidean distance between the 4’th and j’th points. Learning M
is equivalent to learning a linear scaling on the input features LX where M = L' L and L € R%*¢,
SPML learns an M which is structure preserving, as defined in Definition 1. Given a connectivity
algorithm G, SPML learns a metric such that applying G to the input data using the learned met-
ric produces the input adjacency matrix exactly.! Possible choices for G include maximum weight
b-matching, k-nearest neighbors, e-neighborhoods, or maximum weight spanning tree.

Definition 1 Given a graph with adjacency matrix A, a distance metric parametrized by M € R4*4
is structure preserving with respect to a connectivity algorithm G, if G(X, M) = A.

2.1 Preserving graph topology with linear constraints

To preserve graph topology, we use the same linear constraints as structure preserving embedding
(SPE) [21], but apply them to M, which parameterizes the distances between points. A useful tool
for defining distances as linear constraints on M is the transformation

Da(x4,%x5) = x?Mxi + X;ij — ijxj — X;MXZ', (D

which allows linear constraints on the distances to be written as linear constraints on the M ma-
trix. For different connectivity schemes below, we present linear constraints which enforce graph
structure to be preserved.

Nearest neighbor graphs The k-nearest neighbor algorithm (k-nn) connects each node to the k
neighbors to which the node has shortest distance, where k is an input parameter; therefore, setting k

'In the remainder of the paper, we interchangeably use G to denote the set of feasible graphs and the
algorithm used to find the optimal connectivity within the set of feasible graphs.



to the true degree for each node, the distances to all disconnected nodes must be larger than the dis-
tance to the farthest connected neighbor: Dy (x;,x;) > (1 — A;;) max; (A Dm (x4, %1)), Vi, j.
Similarly, preserving an e-neighborhood graph obeys linear constraints on M: Da(x;,x;) <
e, Y{i,j|A;; = 1}, and Da(xs,%;) > €, V{i,j|A;; = 0}. If for each node the connected dis-
tances are less than the unconnected distances (or some ¢), i.e., the metric obeys the above linear
constraints, Definition 1 is satisfied, and thus the connectivity computed under the learned metric M
is exactly A.

Maximum weight subgraphs Unlike nearest neighbor algorithms, which select edges greedily for
each node, maximum weight subgraph algorithms select edges from a weighted graph to produce
a subgraph which has total maximal weight [6]. Given a metric parametrized by M, let the weight
between two points (4, j) be the negated pairwise distance between them: Z;; = —Dn(x;,X;) =
—(x; — x;) TM(x; — x;). For example, maximum weight b-matching finds the maximum weight
subgraph while also enforcing that every node has a fixed degree b; for each ¢’th node. The formu-
lation for maximum weight spanning tree is similar. Unfortunately, preserving structure for these
algorithms requires enforcing many linear constraints of the form: tr(ZT A) > tr(Z"A),VA € G.
This reveals one critical difference between structure preserving constraints of these algorithms
and those of nearest-neighbor graphs: there are exponentially many linear constraints. To avoid
an exponential enumeration, the most violated inequalities can be introduced sequentially using a
cutting-plane approach as shown in the next section.

2.2 Algorithm derivation

By combining the linear constraints from the previous section with a Frobenius norm (denoted || ||r)
regularizer on M and regularization parameter A\, we have a simple semidefinite program (SDP)
which learns an M that is structure preserving and has minimal complexity. Algorithm 1 summarizes
the naive implementation of SPML when the connectivity algorithm is k-nearest neighbors, which is
optimized by a standard SDP solver. For maximum weight subgraph connectivity (e.g., b-matching),
we use a cutting-plane method [10], iteratively finding the worst violating constraint and adding it to
a working-set. We can find the most violated constraint at each iteration by computing the adjacency
matrix A that maximizes tr(ZA) s.t. A € G, which can be done using various methods [6, 7, 8].
Each added constraint enforces that the total weight along the edges of the true graph is greater
than total weight of any other graph by some margin. Algorithm 2 shows the steps for SPML with
cutting-plane constraints.

Algorithm 1 Structure preserving metric learning with nearest neighbor constraints

Input: A € B"*" X € R%*", and parameter \
L K={M*>0, DM(xl,x]) (1 — Ajj) max;(AyDm(xi, %)) +1—& Vi ;)
2: M < argminygex 5/|M|[2 + ¢ {Found via SDP}
3: return M

Algorithm 2 Structure preserving metric learning with cutting-plane constraints

Input: A € B"*", X € R¥"™, connectivity algorithm G, and parameters ), x
1. K={M > 0}
2: repeat
3 M« argminggex 5 2||M||% + ¢ {Found via SDP}
4 Z ¢+ 2X TMX — diag(X"TMX)1" — 1diag(X 'MX)"
5. A« argmaxj tr(Z"A) s.t. A € G {Find worst violator}
6: if[tr(ZTA) —tr(Z" A)| > & then
7 add constraint to K : tr(ZTA) — tr(ZTA) > 1—¢
8 endif _
9: until [tr(ZTA) —tr(ZTA)| < &

10: return M




Unfortunately, for networks larger than a few hundred nodes or for high-dimensional features, these
SDPs do not scale adequately. The complexity of the SDP scales with the number of variables and
constraints, yielding a worst-case time of O(d® + C3) where C = O(n?). By temporarily omit-
ting the PSD requirement on M, Algorithm 2 becomes equivalent to a one-class structural support
vector machine (structural SVM). Stochastic SVM algorithms have been recently developed that
have convergence time with no dependence on input size [19]. Therefore, we develop a large-scale
algorithm based on projected stochastic subgradient descent. The proposed adaptation removes the
dependence on n, where each iteration of the algorithm is O(d?), sampling one random constraint at
atime. We can rewrite the optimization as unconstrained over an objective function with a hinge-loss
on the structure preserving constraints:

A 1
f(M) = §||M||% +a Z max (D (xi,%;) — Dm(xi, xk) +1,0).

S|, 4
(i,5,k)€S
Here the constraints have been written in terms of hinge-losses over triplets, each consisting of a
node, its neighbor and its non-neighbor. The set of all such triplets is S = {(¢,7,k) | A;; =
1, A;r, = 0}. Using the distance transformation in Equation 1, each of the |S| constraints can be
written using a sparse matrix C(»7%) where

(i:d,k) _ (i:,k) _ (i.4:k) _ (i:3:k) _ (i:3:k) _ (i,4,k) _
C;77Y =1, Cp =1, G =1, ,C7Y = =1, CpPY = =1, O = -1,

and whose other entries are zero. By construction, sparse matrix multiplication of C(+7:%) in-
dexes the proper elements related to nodes ¢, j, and k, such that tr(C(i’j*k)XTMX) is equal to
Dwi(xi,%;) — Dm(%i, xi). The subgradient of f at M is then

_ 1 (.4 k)5 T
V=M + 5 .Z XCUrRXT,
(1,5,k)ES+
where Sy = {(i,4,k)|Dm(xi,%x;) — Dm(xi,x5) +1 > 0}. If for all triplets this quantity is
negative, there exists no unconnected neighbor of a point which is closer than a point’s farthest
connected neighbor — precisely the structure preserving criterion for nearest neighbor algorithms. In
practice, we optimize this objective function via stochastic subgradient descent. We sample a batch
of triplets, replacing S in the objective function with a random subset of .S of size B. If a true metric
is necessary, we intermittently project M onto the PSD cone. Full details about constructing the
constraint matrices and minimizing the objective are shown in Algorithm 3.

Algorithm 3 Structure preserving metric learning with nearest neighbor constraints and optimiza-
tion with projected stochastic subgradient descent

Input: A € B"*", X € R*™ and parameters A\, T, B

1: M; + 1,

2: fortfrom1to7T — 1do

3: Nt < %

4 C+0,,

5. for bfrom 1to B do

6: (4,7, k) < Sample random triplet from S = {(4, j, k) | A;; =1, Aj, =0}
7: if D, (x5,%;) — DM, (%4, %) +1 > 0 then

8: CjjCj; +1,C <~ Cyp +1,Cp < Cpy + 1
9: Cij — Cij -1, Cji — Cji —1,Clip +— Cpr — 1
10: end if

11:  end for

12: V,+ XCXT 4+ XM,

13: Mt+1 — Mt — ntVt

14:  Optional: M1 < [M;1]T {Project onto the PSD cone}
15: end for

16: return Mt

2.3 Analysis

In this section, we provide analysis for the scaling behavior of SPML using SGD. A primary insight
is that, since Algorithm 3 regularizes with the Ly norm and penalizes with hinge-loss, omitting the



positive semidefinite requirement for M and vectorizing M makes the algorithm equivalent to a one-
class, linear support vector machine with O(n?) input vectors. Thus, the stochastic optimization is
an instance of the PEGAGOS algorithm [19], albeit a cleverly constructed one. The running time
of PEGASOS does not depend on the input size, and instead only scales with the dimensionality,
the desired optimization error on the objective function € and the regularization parameter A. The
optimization error € is defined as the difference between the found objective value and the true
optimal objective value, (M) — minpg f(M).

Theorem 2 Assume that the data is bounded such that max; j s || XC@HXT|2 < R, and
R > 1. During Algorithm 3 at iteration T, with \ < 1/4, and batch-size B = 1, let M =
% Zthl M; be the average M so far. Then, with probability of at least 1 — 9,

- B4R In(T/5)

FOVD) = min f(M) < 20

Consequently, the number of iterations necessary to reach an optimization error of € is O(%)

Proof The theorem is proven by realizing that Algorithm 3 is an instance of PEGASOS without
a projection step on one-class data, since Corollary 2 in [20] proves this same bound for traditional
SVM input, also without a projection step. The input to the SVM is the set of all d X d matrices
X3k XT for each triplet (i, j, k) € S. [ |

Note that the large size of set S plays no role in the running time; each iteration requires O(d?) work.
Assuming the node feature vectors are of bounded norm, the radius of the input data R is constant
with respect to n, since each is constructed using the feature vectors of three nodes. In practice, as
in the PEGASOS algorithm, we propose using Mt as the output instead of the average, as doing
so performs better on real data, but an averaging version is easily implemented by storing a running
sum of M matrices and dividing by 7" before returning.

Figure 2(b) shows the training and testing prediction performance on one of the experiments de-
scribed in detail in Section 3 as stochastic SPML converges. The area under the receiver operator
characteristic (ROC) curve is measured, which is related to the structure preserving hinge loss, and
the plot clearly shows fast convergence and quickly diminishing returns at higher iteration counts.

2.4 Variations

While stochastic SPML does not scale with the size of the input graph, evaluating distances using
a full M matrix requires O(d?) work. Thus, for high-dimensional data, one approach is to use
principal component analysis or random projections to first reduce dimensionality. It has been
shown that n points can be mapped into a space of dimensionality O(logn/e?) such that distances
are distorted by no more than a factor of (1 & ¢) [5, 11]. Another approach is to to limit M to be
nonzero only along the diagonal. Diagonalizing M reduces the amount of work to O(d).

If modeling cross-feature interactions is necessary, another option for reducing the computational
cost is to perform SPML using a low-rank factorization of M. In this case, all references to M can
be replaced with LT L, thus inducing a true metric without projection. The updated gradient with
respect to L is simply V; < 2XCX LT + AL;. Using a factorization also allows replacing the
regularizer with the Frobenius norm of the L matrix, which is equivalent to the nuclear norm of M
[18]. Using this formulation causes the objective to no longer be convex, but seems to work well in
practice. Finally, when predicting links of new nodes, SPML does not know how many connections
to predict. To address this uncertainty, we propose a variant to SPML called degree distributional
metric learning (DDML), which simultaneously learns the metric as well as parameters for the
connectivity algorithm. Details on DDML and low-rank SPML are provided in the Appendix.

3 Experiments

We present a variety of synthetic and real-world experiments that elucidate the behavior of SPML.
First we show how SPML performs on a simple synthetic dataset that is easily visualized in two



dimensions and which we believe mimics many traditional network datasets. We then demonstrate
favorable performance for SPML in predicting links of the Wikipedia document network and the
Facebook social network.

3.1 Synthetic example

To better understand the behavior of SPML, consider the following synthetic experiment. First n
points are sampled from a d-dimensional uniform distribution. These vectors represent the true fea-
tures for the n nodes X € R¥*", We then compute an adjacency matrix by performing a minimum-
distance b-matching on X. Next, the true features are scrambled by applying a random linear trans-
formation: RX where R € R%*4_ Given RX and A, the goal of SPML is to learn a metric M that
undoes the linear scrambling, so that when b-matching is applied to RX using the learned distance
metric, it produces the input adjacency matrix.

Figure 1 illustrates the results of the above experiment for d = 2, n = 50, and b = 4. In Figure 1(a),
we see an embedding of the graph using the true features for each node as coordinates, and connec-
tivity generated from b-matching. In Figure 1(b), the random linear transformation has been applied.
We posit that many real-world datasets resemble plot 1(b), with seemingly incongruous feature and
connectivity information. Applying b-matching to the scrambled data produces connections shown
in Figure 1(c). Finally, by learning M via SPML (Algorithm 2) and computing L by Cholesky
decomposition of M, we can recover features LRX (Figure 1(d)) that respect the structure in the
target adjacency matrix and thus more closely resemble the true features used to generate the data.

(a) True network (b) Scrambled features (c¢) Scrambled features (d) Recovered features &
& true connectivity & implied connectivity ~ true connectivity

Figure 1: In this synthetic experiment, SPML finds a metric that inverts the random transformation applied
to the features (b), such that under the learned metric (d) the implied connectivity is identical to the original
connectivity (a) as opposed to inducing a different connectivity (c).

3.2 Link prediction

We compare SPML to a variety of methods for predicting links from node features: Euclidean
distances, relational topic models (RTM) , and traditional support vector machines (SVM). A simple
baseline for comparison is how well the Euclidean distance metric performs at ranking possible
connections. Relational topic models learn a link probability function in addition to latent topic
mixtures describing each node [2]. For the SVM, we construct training examples consisting of the
pairwise differences between node features. Training examples are labeled positive if there exists an
edge between the corresponding pair of nodes, and negative if there is no edge. Because there are
potentially O(n?) possible examples, and the graphs are sparse, we subsample the negative examples
so that we include a randomly chosen equal number of negative examples as positive edges. Without
subsampling, the SVM is unable to run our experiments in a reasonable time. We use the SVMPerf
implementation for our SVM [9], and the authors’ code for RTM [2].

Interestingly, an SVM with these inputs can be interpreted as an instance of SPML using diagonal
M and the e-neighborhood connectivity algorithm, which connects points based on their distance,
completely independently of the rest of the graph structure. We thus expect to see better performance
using SPML in cases where the structure is important. The RTM approach is appropriate for data
that consists of counts, and is a generative model which recovers a set of topics in addition to
link predictions. Despite the generality of the model, RTM does not seem to perform as well as
discriminative methods in our experiments, especially in the Facebook experiment where the data
is quite different from bag-of-words features. For SPML, we run the stochastic algorithm with
batch size 10. We skip the PSD projection step, since these experiments are only concerned with



prediction, and obtaining a true metric is not necessary. SPML is implemented in MATLAB and
requires only a few minutes to converge for each of the experiments below.
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Figure 2: Average ROC performance for the “graph theory topics” Wikipedia experiment (left) shows a strong
lift for SPML over competing methods. We see that SPML converges quickly with diminishing returns after
many iterations (right).

Wikipedia articles We apply SPML to predicting links on Wikipedia pages. Imagine the scenario
where an author writes a new Wikipedia entry and then, by analyzing the word counts on the newly
written page, an algorithm is able to suggest which other Wikipedia pages it should link to. We first
create a few subnetworks consisting of all the pages in a given category, their bag-of-words features,
and their connections. We choose three categories: “graph theory topics”, “philosophy concepts”,
and “search engines”. We use a word dictionary of common words with stop-words removed. For
each network, we split the data 80/20 for training and testing, where 20% of the nodes are held out
for evaluation. On the remaining 80% we cross-validate (five folds) over the parameters for each
algorithm (RTM, SVM, SPML), and train a model using the best-scoring regularization parameter.
For SPML, we use the diagonal variant of Algorithm 3, since the high-dimensionality of the input
features reduces the benefit of cross-feature weights. On the held-out nodes, we task each algo-
rithm to rank the unknown edges according to distance (or another measure of link likelihood), and
compare the accuracy of the rankings using receiver operator characteristic (ROC) curves. Table 1
lists the statistics of each category and the average area under the curve (AUC) over three train/test
splits for each algorithm. A ROC curve for the “graph theory” category is shown in Figure 2(a). For
“graph theory” and “search engines”, SPML provides a distinct advantage over other methods, while
no method has a particular advantage on “philosophy concepts”. One possible explanation for why
the SVM is unable to gain performance over Euclidean distance is that the wide range of degrees
for nodes in these graphs makes it difficult to find a single threshold that separates edges from non-
edges. In particular, the “search engines” category had an extremely skewed degree distribution, and
is where SPML shows the greatest improvement.

We also apply SPML to a larger subset of the Wikipedia network, by collecting word counts and
connections of 100,000 articles in a breadth-first search rooted at the article “Philosophy”. The
experimental setup is the same as previous experiments, but we use a 0.5% sample of the nodes for
testing. The final training algorithm ran for 50,000 iterations, taking approximately ten minutes on
a desktop computer. The resulting AUC on the edges of the held-out nodes is listed in Table 1 as the
“Philosophy Crawl” dataset. The SVM and RTM do not scale to data of this size, whereas SPML
offers a clear advantage over using Euclidean distance for predicting links.

Facebook social networks Applying SPML to social network data allows us to more accurately
predict who will become friends based on the profile information for those users. We use Face-
book data [22], where we have a small subset of anonymized profile information for each student
of a university, as well as friendship information. The profile information consists of gender, status
(meaning student, staff, or faculty), dorm, major, and class year. Similarly to the Wikipedia exper-
iments in the previous section, we compared SPML to Euclidean, RTM, and SVM. For SPML, we
learn a full M via Algorithm 3. For each person, we construct a sparse feature vector where there
is one feature corresponding to every possible dorm, major, etc. for each feature type. We select
only people who have indicated all five feature types on their profiles. Table 1 shows details of



Table 1: Wikipedia (top), Facebook (bottom) dataset and experiment information. Shown below: number of
nodes n, number of edges m, dimensionality d, and AUC performance.

n m d Euclidean RTM SVM SPML
Graph Theory 223 917 6695 0.624 0.591 0.610 0.722
Philosophy Concepts 303 921 6695 0.705 0.571 0.708 0.707
Search Engines 269 332 6695 0.662 0.487 0.611 0.742
Philosophy Crawl 100,000 4,489,166 7702 0.547 - - 0.601
Harvard 1937 48,980 193 0.764 0.562 0.839 0.854
MIT 2128 95,322 173 0.702 0.494 0.784 0.801
Stanford 3014 147,516 270 0.718 0.532 0.784 0.808
Columbia 3050 118,838 251 0.717 0.519 0.796 0.818

the Facebook networks for the four schools we consider: Harvard, MIT, Stanford, and Columbia.
We perform a separate experiment for each school, randomly splitting the data 80/20 for training
and testing. We use the training data to select parameters via five-fold cross validation, and train a
model. The AUC performance on the held-out edges is also listed in Table 1. It is clear from the
quantitative results that structural information is contributing to higher performance for SPML as
compared to other methods.
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Relative Importance

Figure 3: Comparison of Facebook social networks from four schools in terms of feature importance computed
from the learned structure preserving metric.

By looking at the weight of the diagonal values in M normalized by the total weight, we can de-
termine which feature differences are most important for determining connectivity. Figure 3 shows
the normalized weights averaged by feature types for Facebook data. Here we see the feature types
compared across four schools. For all schools except MIT, the graduating year is most important for
determining distance between people. For MIT, dorms are the most important features. A possible
explanation for this difference is that MIT is the only school in the list that makes it easy for students
to stay in a residence for all four years of their undergraduate program, and therefore which dorm
one lives in may affect more strongly the people they connect to.

4 Discussion

We have demonstrated a fast convex optimization for learning a distance metric from a network
such that the distances are tied to the network’s inherent topological structure. The structure pre-
serving distance metrics introduced in this article allow us to better model and predict the behavior
of large real-world networks. Furthermore, these metrics are as lightweight as independent pairwise
models, but capture structural dependency from features making them easy to use in practice for
link-prediction. In future work, we plan to exploit SPML’s lack of dependence on graph size to
learn a structure preserving metric on massive-scale graphs, e.g., the entire Wikipedia site. Since
each iteration requires only sampling a random node, following a link to a neighbor, and sampling
a non-neighbor, this can all be done in an online fashion as the algorithm crawls a network such as
the worldwide web, learning a metric that may gradually change over time.
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